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Abstract—A new algorithm called the Mondrian detector has been developed for object detection in high-frequency synthetic aperture sonar (SAS) imagery. If a second (low) frequency-band image is available, the algorithm can seamlessly exploit the additional information via an auxiliary prescreener test. This flexible single-band and multi-band functionality fills an important capability gap. The algorithm’s overall prescreener component limits the number of potential alarms. The main module of the method then searches for areas that pass a subset of pixel-intensity tests. A new set of reliable classification features has also been developed in the process. The overall framework has been kept uncomplicated intentionally in order to facilitate performance estimation, to avoid requiring dedicated training data, and to permit delayed real-time detection at sea on an autonomous underwater vehicle (AUV). The promise of the new algorithm is demonstrated on six substantial data sets of real SAS imagery collected at various geographical sites that collectively exhibit a wide range of diverse seafloor characteristics. The results show that – as with Mondrian’s art – simplicity can be powerful.

Index Terms—Object detection, mine countermeasures (MCM), synthetic aperture sonar (SAS), multi-band data.

I. INTRODUCTION

A. Motivation

The detection of underwater objects in side-looking sonar imagery is a common goal across diverse applications, from habitat mapping [1] and archaeology [2] to pipeline monitoring [3] and unexploded ordnance (UXO) remediation [4]. In this work, we address the topic of object detection in the context of underwater mine countermeasures (MCM), which is concerned with locating dangerous man-made targets on (or buried in) the seabed. However, our interest is in developing a viable general-purpose detection algorithm that is flexible enough to be used widely in various domains, not just for a single application. Thus, the driving motivation for – and contribution of – this work is the development of a new algorithm that can be adapted for detecting in sonar imagery a wide range of “interesting” objects of different sizes, whether they be mines and UXO, coral outcroppings and pipelines, or shipwrecks and other smaller man-made junk.

Present-day sonar-based underwater data collection usually employs autonomous underwater vehicles (AUVs) [5], and increasingly these platforms are imbued with the ability to adapt their survey routes based on the conditions encountered in-mission [6]. This autonomy enables the collection of more informative data while simultaneously reducing mission times. But in order to achieve this more efficient use of resources, the onboard data processing algorithms whose results inform the decision-making for adaption must be fast. For example, adapting a survey to re-inspect a suspicious object detected in situ [7] is contingent on there being a detection algorithm able to execute quickly onboard with limited computational power in the first place.

At the same time, significant effort in synthetic aperture sonar (SAS) research has been devoted to developing dual-band systems capable of exploiting multiple frequency bands simultaneously [8]. These newer systems enable the creation of co-registered images comprising the usual high-frequency (HF) band sonar data, but also additional low-frequency (LF) band data that can provide sub-sediment information. Nevertheless, many single-band sonar systems remain in use, so there is a desire to develop a flexible method that can function with only a single HF sonar image, but when available, leverage data from an additional band in an auxiliary manner.

One reason a new detection algorithm ought to be compatible with both types of systems is that collecting new underwater data is expensive. Additionally, as with many remote sensing modalities [9], sonar data exhibits a strong environmental dependence, predominantly on seafloor conditions [10]. Taken together, these two factors mean that there is still a relative paucity of sonar data that sufficiently covers the variability in the universe of environmental conditions that can be encountered.

As a result, oftentimes the training data available do not necessarily match the test data on which automatic target recognition (ATR) algorithms are to be subsequently applied. That is, a data mismatch exists in which the underlying statistics of the training and test sets differ. This situation can lead to overfitting, and in general, the algorithms being brittle with unreliable performance [11]. To instead ensure that the detection algorithm is robust, we purposely want to refrain from relying on a set of dedicated training data.

This particular issue is crucial for our application and hence warrants a more concrete explanation. We are so keen to avoid needing training data because in real MCM operational settings data mismatch arises from several sources. The type or variety of clutter objects at a site can be different from what
has been observed in training exercises in “friendly” waters. Furthermore, it is also common to encounter novel, previously unseen classes of targets for which training data examples were not possessed. But another issue rarely acknowledged in the literature is that obtaining a pristine, canonical image of a target in an operational setting is rare. Sonar processing defects resulting from imperfectly compensated vehicle motion can cause distorted, poor-quality imagery [12]. Seafloor features, such as sand ripples or proximate rocks, often blend with a target’s response. Moreover, the frequent presence of deployment accouterments – such as trolleys, shackles, or chains – still attached to the target can also significantly alter its signature. In summary, it is unrealistic to expect true “test” data to resemble that which is obtained under controlled conditions.

This perspective dovetails with the topic of performance estimation. Before automated detection and classification algorithms can be exploited for dangerous military MCM operations, there is a stringent need to know the expected performance of the algorithms [13]. That is, one must be able to accurately predict the performance of those algorithms in order to properly assess the risk to the fleet. Thus, any new detection algorithm intended for this application should be designed to facilitate performance estimation, for example as a function of image quality or environmental complexity.

To conclude, there is a desire for a detection algorithm that can be used for generic objects of interest spanning different sizes, avoids requiring explicit training data, is computationally fast, functions with both single-band and multi-band imagery, and enables performance estimation. However, none of the existing techniques sufficiently satisfy all of these requirements.

B. Existing Approaches

In the context of underwater MCM, several different target detection approaches have been developed over the years. The conventional stream of techniques, from seminal work like [14] up to even the recent research of [15], merge the detection and classification stages into a unified system that follows a traditional machine-learning path. The details and algorithms may vary, but the approaches are characterized by a common general framework in which feature extraction is followed by a supervised classifier. Unfortunately, perhaps due to the fact that only limited sets of sonar data were investigated, there is also a shared failure to address the vitally relevant operational issue about the potential effects of concept drift arising from training data mismatch [16]. This same drawback plagues other recent approaches relying on wavelet-based multi-scale matched subspace detectors [17] and on graph-based local neighborhoods in the training data [18], for which strong generalization is unproven.

Other research based on Markov random fields [19] avoided the need for training data in the detection stage by leveraging domain knowledge about the size and shape of targets. However, this approach was overly restrictive in assuming that target highlights would always be accompanied by a relatively well-defined (acoustic) shadow region. The method breaks down when a strong shadow is not present, which is often the case with real sonar data, especially in complex environments or other challenging conditions.

More recent work [20] instead adopted a brain-computer interface approach incorporating human operators in conjunction with support vector machines. This too relies on training data, but also eliminates the possibility of autonomous operations with its prominent human-in-the-loop component. In addition, this and all of the other aforementioned approaches were developed for only single-band sonar imagery, with no straightforward way to extend to the multi-band case.

In contrast, another class of recently developed approaches [21], [22] have focused on exploiting multi-channel (i.e., dual-band) SAS imagery via the concept of coherence. The obvious drawback to these methods is that they cannot be used with single-band imagery, which limits their applicability. Moreover, the algorithms are also very computationally demanding.

In our previous work, a fast algorithm that exploited integral images was developed for real-time detection of mines in sonar imagery [23]. This algorithm employed a cascaded architecture consisting of three stages in which subsequent stages operated on increasingly smaller regions of the imagery. The approach located shadows in the image, detected and eliminated those shadows consistent with sand ripples, and then performed highlight tests on the remaining regions under consideration. Although the algorithm proved successful for the intended purpose [7], it was not compatible with performance estimation or dual-band imagery.

To address these shortcomings, in this work a new detection algorithm largely inspired by [23] has been developed. We call the new method the “Mondrian detector” because the driving design aesthetic of the approach shares characteristics with works by the Dutch painter Piet Mondrian [24], namely the fact that an image is divided into various blocks of different sizes (cf. Mondrian’s famous “Composition II in Red, Blue, and Yellow”). Another key commonality between the algorithm and Mondrian’s art is conceptual simplicity. Given that this year marks the centennial of the art movement known as De Stijl, which Mondrian helped found, this homage seems apropos.

C. Organization of Paper

The remainder of this paper is organized as follows. Sec. II describes the newly developed detection algorithm in detail. Experimental results showing the algorithm’s detection performance on several substantial sets of sonar data collected at sea are presented in Sec. III. Concluding remarks are made in Sec. IV.

II. MONDRIAN DETECTOR

A. Overview

The Mondrian detector is designed for HF SAS imagery, either single-band or multi-band, where the latter case implies that an LF image is also available. To ensure that the algorithm can function in either case, the LF image is used only in an auxiliary manner, as an additional prescreener that flags suspicious regions in the scene. The main prescreener, which exploits the HF image, is based on lacunarity. The core module
of the detector consists of a set of pixel-intensity tests, six related to highlights and three related to shadows. These tests are based on the average pixel intensity in different blocks, or regions, that share a special predefined spatial arrangement in the image. Essentially the algorithm searches for areas characterized by relatively strong highlight and nearby shadow regions, with more emphasis placed on the former. The image pixel regions (or “blobs”) that pass the required proportion of tests are converted into discrete alarms. A small set of features is then extracted for each alarm, from which a final detection score is computed. The design of the detector is intentionally kept simple so that analytical performance prediction would be feasible if basic scattering models – such as of the seafloor and targets – were available. A basic block diagram showing the components of the Mondrian detection algorithm appears in Fig. 1.

B. Core Algorithm

The core of the Mondrian detection algorithm exploits integral images [25] to enable the rapid calculation of pixel sums in rectangular areas of the sonar image. (It should be noted that the pixel values must be non-negative, and sufficient numerical precision must be maintained.) Specifically, eleven different blocks that share a specially defined relative arrangement are constructed. The sizes and locations of these blocks are summarized in Table I, where \( \gamma = \{ \gamma_1, \ldots, \gamma_5 \} \) are fixed parameters that dictate the size of objects to be detected.

The algorithm is designed to detect objects that have an approximate length in \([\gamma_1, \gamma_1 + 2\gamma_3]\) in the along-track direction and a width in \([\gamma_2, \gamma_2 + 2\gamma_4]\) in the range direction. The role of \( \{\gamma_3, \gamma_4\} \) is to effectively create a guard region that imbues the algorithm with the flexibility to detect objects over a range of sizes. For the objects of interest here, the settings used are \( \gamma_3 = 0.5 \) for \( i \in \{1, \ldots, 4\} \). In contrast, a pipeline detection application, for example, would likely set \( \gamma_1 > \gamma_2 \) and \( \gamma_3 > \gamma_4 \).

The block \( S_3 \) is range-dependent to reflect the geometry of the sensor-object relationship; in Table I,

\[
x = \frac{\gamma_5 r}{(a - \gamma_5)},
\]

(1)

where \( \gamma_5 \) is the assumed nominal height of targets of interest, \( a \) is the altitude of the sonar sensor, and \( r \) is the range to the potential object.

The arrangement of blocks from Table I is also shown visually in Fig. 2.

The average pixel intensity in each of those blocks is computed when the origin of the entire system of blocks is at each position in the image. As a result, the average pixel intensity contained in a given block centered at each position in the image can be displayed as a map. Let \( B(W) \) be the mean value in block \( W \) centered at some specified position. The detection algorithm then considers nine different tests based on the pixel intensity in various blocks. The nine tests \( \Theta = \{\Theta_1, \ldots, \Theta_9\} \) are summarized in Table II, where \( \nu \) is the (normalized) image median, and \( \tau = \{\tau_1, \tau_2, \tau_3\} \) are fixed.
model parameters (i.e., thresholds).

The highlight tests essentially compare the pixel intensity of block \( B(H_0) \) to local regions nearby (tests \( \Theta_1, \Theta_5 \)) and to the overall image (test \( \Theta_6 \)). The shadow tests compare the pixel intensity in areas expected to be in the shadow region cast by an object (centered at \( H_0 \)) to local background regions nearby (tests \( \Theta_7, \Theta_8 \)) and to the overall image (test \( \Theta_9 \)).

A binary map indicating the pixel locations that passed the required number of tests, \( n_{\text{pass}} \), is thus constructed. The resulting map of success “blobs” is subsequently converted to discrete alarms, with the centroid of a given blob taken to be the alarm location. The size of the blob is retained as a feature. A \( 5(\gamma_1 + \gamma_3) \times 5(\gamma_2 + \gamma_4) \) mugshot is then extracted for each alarm, from which a set of four additional features is computed. (So here, the mugshot is \( 5 \text{ m} \times 5 \text{ m} \).)

### C. Feature Extraction

The set of features extracted for each alarm was developed with the idea that changes in image quality and environmental complexity would affect the features in specific predictable ways, thereby permitting performance estimation. The complete list of features is given in Table III.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>Blob Area</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>Highlight Concentration</td>
</tr>
<tr>
<td>( f_3 )</td>
<td>Highlight Area</td>
</tr>
<tr>
<td>( f_4 )</td>
<td>Shadow Concentration</td>
</tr>
<tr>
<td>( f_5 )</td>
<td>Shadow Area</td>
</tr>
</tbody>
</table>

The blob-area feature is a convenient summary measurement that expresses the degree (and physical extent) to which the detection tests were satisfied. The highlight concentration feature estimates the fraction of highlight pixels that are in the expected object highlight area (compared to the full mugshot), while the highlight area feature estimates the size of the object highlight. The shadow concentration and shadow size features measure analogous quantities for shadows instead of highlights. These features are computed quickly, without the need of employing a computationally intensive segmentation algorithm, as follows.

For a detected object, let \( F^M \) denote a Gaussian-smoothed version of its \( 5(\gamma_1 + \gamma_3) \times 5(\gamma_2 + \gamma_4) \) mugshot extracted from the (normalized) SAS image scene, \( F \). Let \( F^H \) and \( F^S \) denote sub-images extracted from \( F^M \) that cover what we refer to as an expected highlight region and an expected shadow region, respectively. The region \( F^H \) is centered about the alarm location, whereas that same position corresponds to the center of the left-most edge of the region \( F^S \). It should be noted that the sizes and locations of these regions are fixed, identical for all mugshots. Specifically, \( F^H \) is \( (\gamma_1 + 2\gamma_3) \times (\gamma_2 + 2\gamma_4) \) and \( F^S \) is \( (\gamma_1 + 2\gamma_3) \times 2(\gamma_2 + 2\gamma_4) \), meaning the region sizes are driven by the sizes of objects of interest.

Let \( |H|, |S|, \) and \( |M| \) denote the numbers of pixels in the expected highlight region, the expected shadow region, and the entire mugshot, respectively. Let \( \delta_x \) and \( \delta_y \) denote the pixel dimensions in the image, in m.

The highlight area and shadow area are calculated as

\[
\begin{align*}
    h_a(k) &= \delta_x \delta_y \sum_{i=1}^{\max(|H|, |S|)} \mathbb{1}(F^H_i \geq \phi_h(k)) \\
    s_a(k) &= \delta_x \delta_y \sum_{i=1}^{\max(|S|, |M|)} \mathbb{1}(F^S_i \leq \phi_s(k)),
\end{align*}
\]

respectively, where \( \phi_h(k) \) and \( \phi_s(k) \) are thresholds, \( \mathbb{1} \) is an indicator function that is unity when its argument is true (and zero otherwise), and \( F^H_i \) is the value of the \( i \)th pixel in the image specified by the superscript.

Sonar imagery is significantly affected by the characteristics of the seafloor in the scene, so appropriate thresholds for determining highlights and shadows cannot be established \textit{a priori}. Therefore, a set of three thresholds that are a function of the scene image median, \( \nu(F) \), is used. This approach of using multiple thresholds makes the feature calculations more robust, as does incorporating local statistics (\textit{i.e.}, the median) from the scene image.

The set of highlight thresholds is defined to be \( \phi_h(k) = \phi_1(k) + \nu(F) \), where \( \phi_1 = \{8, 10, 12\} \), indexed by \( k \). Analogously, the set of shadow thresholds is defined to be \( \phi_s(k) = \phi_2(k) \nu(F) \), where \( \phi_2 = \{0.001, 0.01, 0.1\} \).

The final highlight area feature, \( f_3 \), is then defined as the mean of the three highlight areas, \( h_a(k) \). The final shadow area feature, \( f_5 \), is defined as the mean of the three shadow areas, \( s_a(k) \).

The highlight concentration and shadow concentration are calculated similarly as

\[
\begin{align*}
    h_c(k) &= \frac{\sum_{i=1}^{\max(|H|, |S|)} \mathbb{1}(F^H_i \geq \phi_h(k))}{\sum_{i=1}^{\max(|S|, |M|)} \mathbb{1}(F^S_i \leq \phi_s(k))} \\
    s_c(k) &= \frac{\sum_{i=1}^{\max(|S|, |M|)} \mathbb{1}(F^S_i \leq \phi_s(k))}{\sum_{i=1}^{\max(|H|, |S|)} \mathbb{1}(F^H_i \geq \phi_h(k))},
\end{align*}
\]

respectively.

The final highlight concentration feature, \( f_2 \), is defined as the mean of the three highlight concentrations, \( h_c(k) \). The final shadow concentration feature, \( f_4 \), is defined as the mean of the three shadow concentrations, \( s_c(k) \).

### D. Detection Score

For an alarm represented by the feature vector \( f = [f_1, \ldots, f_5]^\top \) extracted from the HF image, the final
detection score, $t$, is computed as
\[ t = \xi_1 f_1 + \xi_2 h + \xi_3 s, \]
where
\[ h = (f_2 f_3)^{1/2} \]
\[ s = (f_4 f_5)^{1/2} \]
and $\xi = \{\xi_1, \ldots, \xi_3\}$ are parameters. The detection score is a useful way to rank the alarms and, when feasible, inform an AUV re-inspection strategy.

It can be seen that the geometric means of (7) and (8) are readily understandable as concise summary measures of an alarm’s highlight region and shadow region, respectively. Thus, the parameters $\xi$ can be set based on the perceived relative importance of highlight and shadow information.

\section*{E. Prescreener}

The main (i.e., HF-based) prescreener $\Lambda_1$ exploits the concept of lacunarity [26], a measure of pixel-intensity variation. If the lacunarity $\ell(i,j)$ of a block centered at position $(i,j)$ in the HF image is above a threshold, $\alpha_1$, the pixel passes the prescreener. The block is chosen to be half of the maximum size of objects of interest, $0.5(\gamma_1 + 2\gamma_3) \times 0.5(\gamma_2 + 2\gamma_4)$, so $0.75\, \text{m} \times 0.75\, \text{m}$ here.

When an LF image is available, an additional prescreener $\Lambda_2$ is employed, as will be explained in Sec. II-I. Only alarms that pass at least one of the prescreener tests $\Lambda = \{\Lambda_1, \Lambda_2\}$ can subsequently be declared valid detections.

\section*{F. Normalization}

The normalization procedure employed performs median normalization in each direction, applies a common nonlinear transformation, subtracts the mean, and truncates the pixel values to the range $[0, 40]$.

More specifically, for an image $X$, let $\nu(X_{i,:})$ denote the median computed from all pixels of the image at the $i$th range position; let $\nu(X_{:,j})$ denote the median computed from all pixels of the image at the $j$th along-track position; and let $\nu(X)$ and $\mu(X)$ denote the median and mean of the entire image, respectively.

Let $A(i,j)$ be the magnitude of the raw sonar image at position $(i,j)$, and let $A$ denote the entire image. The normalization applied to the pixel at $(i,j)$ is then
\[ B(i,j) = A(i,j)/\nu(A_{i,:}) \]
\[ C(i,j) = B(i,j)/\nu(B_{:,j}) \]
\[ D(i,j) = 20 \log_{10} C(i,j) \]
\[ E(i,j) = D(i,j) - \mu(D) \]
\[ F(i,j) = \min\{\max\{E(i,j), 0\}, 40\} \]
The image median used in the Mondrian detector (e.g., in Table II) is $\nu = \nu(F)$, and $F$ is the normalized image used for detection and feature extraction. (The exception is that the lacunarity prescreener uses the unnormalized image $A$ instead of $F$.)

It should be noted that additional subtleties are included in the normalization implementation to avoid using “bad” data, namely regions at long range characterized by scalloping due to platform motion and regions at short range that correspond to the water column.

\section*{G. Handling Image Edges}

The original sonar image is expanded around its perimeter to ensure that the $H_0$ block can be formed everywhere in the original image, and in turn, that targets can be detected anywhere in the original image. The image expansion is performed by simply reflecting the image about the edge in question, by copying the relevant pixel values.

Because the image expansion is performed with only $H_0$ in mind, it will still not be possible to form some other blocks in certain locations of the image. When this is the case, the tests in Table II that would be affected are elided, reducing the effective number of test successes possible at particular locations. For instance, at locations along the top edge of the image, block means $B(H_1), B(H_2)$, and $B(S_k)$ would not be computable, so tests $\{\Theta_1, \Theta_2, \Theta_7, \Theta_8\}$ would not be performed for those pixels. An alarm would still be generated in those regions if the fraction of tests passed (to tests performed) was above the required threshold.

In the interior of an image, all blocks can be formed and hence all $n_t = 9$ tests can be performed. Near image edges, since some blocks cannot be formed, the minimum number of tests that must be passed is made to be a function of the number of tests that cannot be conducted, $n_x$. The general expression that determines the minimum number of tests that must be passed, $n_s$, to generate an alarm is
\[ n_s = \left\lfloor \frac{2}{3}(n_t - n_x) \right\rfloor, \]
where $\lfloor \cdot \rfloor$ indicates the mathematical floor. As a result, (14) dictates that between $1/2$ and $2/3$ of the viable tests must be passed for a pixel to generate an alarm, depending on its location relative to image edges.

\section*{H. Bathymetric Branch}

The design of the core Mondrian detection algorithm is premised on the assumption that targets will reliably exhibit strong highlights. Shadows implicitly play a lesser role in the approach because fewer shadow tests are involved than highlight tests. (In fact, this is why tests $\Theta_7$ and $\Theta_8$ were intentionally defined with conjunctions.) For example, it is possible to generate an alarm while passing only highlight tests, but the same is not true if only shadow tests are passed. Unfortunately, targets sometimes produce weak highlights.

In order to enable the detection of targets with weak highlights, an additional route based on bathymetric anomalies is included in the overall detection scheme. The guiding principle of this alternative component is that an object proud of the seafloor can generate a strong shadow despite having a weak highlight. Therefore, a search of the sonar image for shadows that, based on geometry, suggest the presence of a proud object of a relevant size (i.e., height and length) is undertaken in what we call the bathymetric branch of the detector.
More specifically, a map indicating the pixels that passed shadow-test $\Theta_8$ is formed during the core detection module. Each shadow “blob” in this map is then subjected to a set of bathymetric tests $\Psi = \{\Psi_1, \ldots, \Psi_6\}$ that assess characteristics of the shadow region. The tests are shown in Table IV, where $z_i$ denotes properties of the shadow region being evaluated (obvious from the table), and $\zeta = \{\zeta_1, \ldots, \zeta_9\}$ are fixed parameters (thresholds).

The tests reject those (shadow) blobs that are inconsistent – in terms of shape or size – with a target. (Solidity measures the proportion of pixels in the convex hull that are also in the shadow region, Extent measures the proportion of pixels in the shadow region to pixels in the corresponding bounding box.)

All of the shadow properties are straightforward to measure, except for $z_h$, the estimated height of the object that would have caused the shadow, which is computed as

$$z_h = a(r_f - r_i)/r_f,$$  \hspace{1cm} (15)

where $a$ is the altitude of the sensor, and $r_i$ and $r_f$ are the ranges at the start and end of the shadow, respectively.

The blobs that pass every test are subsequently converted to discrete alarms and added to those generated by the “main” branch of the detector.

I. Dual-Band Extension

When an LF image is available with the HF image, an additional prescreener $\Lambda_2$ is employed. This prescreener uses the core module of the Mondrian detector on the LF image, but given the physics involved, considers only the six highlight-based tests. All six tests must be satisfied for a pixel to pass this prescreener. In addition, the resulting blob of success pixels must also be of an appropriate size.

This prescreener test is shown in Table V, where $\{\alpha_2, \ldots, \alpha_5\}$ are fixed model parameters, the prime notation denotes that the HF-band image is used, and $f_i^\prime$ is understood to be the area of the blob formed by the pixels that satisfied the earlier operands of the conjunction.

As a demonstration of the Mondrian detector’s full functionality, example SAS imagery from a dual-band sonar system is shown in Fig. 3. The alarms generated by each component of the Mondrian detector for this imagery, including the LF-based prescreener, are also shown. In this particular imagery, all three alarm-sources of the algorithm – lacunarity prescreener, LF-based prescreener, and bathymetric branch – generated alarms.

J. Setting Parameters

The Mondrian detection algorithm admittedly contains numerous fixed parameters: prescreener parameters $\alpha$, detector model parameters $\gamma$ and $\tau$, feature-extraction parameters $\phi$, detection score parameters $\xi$, and bathymetric branch parameters $\zeta$. As noted throughout the preceding subsections, appropriate values can be determined for many of the quantities based on the geometry of objects of interest or common domain knowledge. But for completeness, here we provide insight regarding how to set reasonable values for all of the parameters.

The purpose of the lacunarity prescreener is to flag regions in the image with pixel-intensity variation exceeding that
which can be explained by the seafloor alone. The pixel intensity of the seafloor in SAS imagery has been shown to be well-modeled by a $k$-distribution (with some shape parameter $\beta$) [27], for which the lacunarity is given by $2 + 2/\beta$. As $\beta \to \infty$, a Rayleigh distribution is obtained; smaller values of $\beta$ produce heavier-tailed distributions, and hence higher lacunarity. (Lacunarity can be shown to be related to scintillation index, $\psi$, by $\ell = \psi + 1$.) Because the appropriate value of $\beta$ for a site’s seafloor is usually not known a priori, we assume a lower bound in terms of seafloor statistics when setting the prescreener lacunarity threshold $\alpha_1 = 2$. If the seafloor statistics (i.e., $\beta$) of a site are known – for example, from historical data – this information can be used to set $\alpha_1$ more appropriately (namely, higher).

As noted previously, the detector model parameters $\gamma$ dictate the size of the objects to be detected. More specifically, the algorithm is designed to detect objects that have an approximate length in $[\gamma_1, \gamma_1 + 2\gamma_4]$ in the along-track direction, a width in $[\gamma_2, \gamma_2 + 2\gamma_4]$ in the range direction, and (of lesser importance) an approximate height of $\gamma_5$.

The detector model parameters $\tau$ are related to the expected target-to-background ratio and (target) shadow-to-background ratio involving objects to be detected and the seafloor. As a guide, the parameters should satisfy $\tau_1 \in (0, 1)$, $\tau_2 > 0$, and $\tau_3 \in (0, 1)$, but the particular values would be dictated by the aforementioned ratios expected for the targets of interest. When available, sonar target-strength models can inform the setting of the highlight-related parameters. Knowledge of environmental conditions that cause multipath interference, and hence reduce shadow purity, can aid in setting the shadow-related parameters appropriately. For instance, if the water depth is shallow and the sea state is calm – favorable conditions for multipath – the parameters can be set to expect a worse (i.e., higher) shadow-to-background ratio.

The feature-extraction parameters $\phi$ are used to characterize an alarm’s highlight and shadow. The use of multiple thresholds for $\phi_1$ and $\phi_2$ is intended to reduce the risk of setting the parameters to inappropriate values. (The highlight and shadow thresholds, $\phi_h$ and $\phi_s$, that $\phi_1$ and $\phi_2$ help define also incorporate the image median.) As a rule of thumb, these parameters should satisfy $\phi_1 > \tau_2$ and $\phi_2 < \tau_3$. The expected target-to-background ratio of objects of interest should inform the setting of $\phi_1$. Selecting logarithmic thresholds for $\phi_2$ allows different degrees of shadow purity to be assessed. If no good intuition is possessed about the values to select, one can even integrate over additional (i.e., more than three) threshold values to further guard against improper settings.

The detection score parameters $\xi$ can be set based on the perceived importance of highlight and shadow information provided by the SAS imagery. Let $d_{hs}$ be the ratio of the contribution of the highlight information to the contribution of the shadow information, for an alarm’s detection score. That is, from (6),

$$d_{hs} = \frac{\xi_2 h}{\xi_3 s}.$$

(16)

When the maximum values of $h$ and $s$ in (7) and (8), respectively, are achieved, $s_{\text{max}} = \sqrt{2} h_{\text{max}}$, because the region $F^S$ from which the shadow area is calculated is twice as large as the region $F^H$ from which the highlight area is calculated. Thus, when $h = h_{\text{max}}$ and $s = s_{\text{max}}$,

$$\frac{\xi_2}{\xi_3} = \frac{d_{hs} s_{\text{max}}}{h_{\text{max}}} = \sqrt{2} d_{hs}.$$

(17)

If it is believed that the highlight information is twice as valuable as the shadow information, or $d_{hs} = 2$, then $\xi_2/\xi_3 \approx 2.83$. We have rounded this value to one significant digit, and hence set $\xi_2 = 3$ and $\xi_3 = 1$ (which implies the highlight information is actually 2.12 times more valuable than the shadow information).

A similar argument can be used to set $\xi_1$. Let $d_{bs}$ be the ratio of the contribution of the blob information to the contribution of the shadow information, for an alarm’s detection score. That is, from (6),

$$d_{bs} = \frac{\xi_1 f_1}{\xi_3 s}.$$

(18)

Simple algebra will reveal that the maximum value of $s$ will be $s_{\text{max}} = \sqrt{2} b_{\text{max}}$, where

$$b_{\text{max}} = (\gamma_1 + 2\gamma_3)(\gamma_2 + 2\gamma_4),$$

(19)

the size of the largest object for which detection is desired. Suppose an alarm’s blob feature achieves this maximum area, so $f_1 = b_{\text{max}}$. When the maximum value of $s$ in (8) is also achieved, it holds that

$$\frac{\xi_1}{\xi_3} = \frac{d_{bs} s_{\text{max}}}{b_{\text{max}}} = \sqrt{\frac{2}{b_{\text{max}}}} d_{bs}.$$

(20)

For the values of $\gamma$ used here, this means

$$\frac{\xi_1}{\xi_3} = \frac{\xi_1}{\xi_3} \approx 0.94 d_{bs}.$$

(21)

If it is believed that the blob information – which is a summary of the extent to which an alarm passed the detection tests – has

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>2</td>
<td>–</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.5</td>
<td>m</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.5</td>
<td>m</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>0.5</td>
<td>m</td>
</tr>
<tr>
<td>$\gamma_4$</td>
<td>0.5</td>
<td>m</td>
</tr>
<tr>
<td>$\gamma_5$</td>
<td>0.25</td>
<td>m</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>0.4</td>
<td>–</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>4</td>
<td>–</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>{8, 10, 12}</td>
<td>–</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>{0.001, 0.01, 0.1}</td>
<td>–</td>
</tr>
<tr>
<td>$\xi_1$</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>$\xi_2$</td>
<td>3</td>
<td>–</td>
</tr>
<tr>
<td>$\xi_3$</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>$\xi_4$</td>
<td>0.2</td>
<td>m</td>
</tr>
<tr>
<td>$\xi_5$</td>
<td>2</td>
<td>m</td>
</tr>
<tr>
<td>$\xi_6$</td>
<td>0.75</td>
<td>–</td>
</tr>
<tr>
<td>$\xi_7$</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>$\xi_8$</td>
<td>0.1</td>
<td>m</td>
</tr>
<tr>
<td>$\xi_9$</td>
<td>0.8</td>
<td>m</td>
</tr>
</tbody>
</table>
the same worth as the shadow information, or $d_{bs} = 1$, then $\xi_1/\xi_3 \approx 0.94$. We have rounded this value to one significant digit, and hence set $\xi_1 = 1$ since $\xi_3 = 1$ already (which implies the blob information is actually 1.06 times more valuable than the shadow information).

Finally, the bathymetric branch parameters $\zeta$ can be set based on the expected size of the targets of interest in conjunction with the inviolable geometry created by the side-looking sensor and seafloor, from which shadows will manifest further in range, necessarily, from a proud object.

All of the parameter settings used in the following experiments are given in Table VI. No attempt to optimize the parameters was made, and no training data from the MUSCLE sensor were used.

### III. Experimental Results

#### A. Data Sets

To assess the performance of the Mondrian detector for target detection in sonar imagery, we utilize a substantial amount of data collected by CMRE’s MUSCLE AUV. This experimental, state-of-the-art AUV is a 21-inch diameter vehicle from Bluefin that is equipped with an HF SAS system developed by Thales. The center frequency of the (single-band) SAS is 300 kHz, and the bandwidth is 60 kHz. The system enables the formation of high-resolution sonar imagery with a theoretical along-track resolution of 2.5 cm, and a theoretical across-track resolution of 1.25 cm, usually out to a range of 150 m. (Example imagery will be shown later.)

In the experiments, measured SAS data collected at six different geographical sites in the Mediterranean Sea between 2009 and 2017 is used. At each site, man-made targets of various realistic mine shapes – cylinders, truncated cones, wedges – had been deployed before MUSCLE AUV data-collection surveys were executed. Each data set is characterized by a different dominant seafloor characteristic, in terms of either composition (e.g., clay or sand) or cover (e.g., posidonia or shells). These six data sets span a large proportion of the most common seabed conditions, and are particularly notable and challenging because many target opportunities are marked by poor image quality.

For an objective sense of the relative difficulty of performing target detection at each site, a measure of the average image complexity (mean ± standard deviation) across each data set’s images was also computed; an explanation of this metric is given in the Appendix. A summary of the data sets is shown in Table VII, where each image corresponds to a wide-area scene spanning 5500 m$^2$. The number of target detection opportunities is comparable to the number of images, making the scope of this study significant.

#### B. Performance Comparison

To establish the relative merit of the proposed approach fairly, we compare the performance of the Mondrian detector to that of the integral-image detector from [23], since neither method (unlike others noted previously) requires training data. The experimental results on the six MUSCLE data sets is shown in Fig. 4, where the curves for the Mondrian detector are generated by varying the threshold on the detection score in (6). To demonstrate the utility of the bathymetric branch, the performance of the Mondrian detector when the bathymetric branch is deactivated is also shown. It can be seen that the Mondrian detector consistently performs better than, or comparably to, the integral-image detector. It can also be seen that the performance of the Mondrian detector roughly tracks the image complexity of the data sets (e.g., higher false alarm rates for data sets ARI1 and ARI2, where the average image complexity is relatively high).

In general, the Mondrian detection algorithm is more robust than the integral-image detector across different environmental conditions. The Mondrian detector can succeed even when target shadow quality is poor or target highlights are weak (relative to the background). The Mondrian detector also performs better near image edges, where only partial target signatures may be present. The low detection rates for the integral-image detector in data sets ARI2 and ONM1 are due to low target-to-background ratios, caused by seafloors covered with posidonia and shells, respectively. The lower false alarm rate for the Mondrian detector (compared to the integral-image detector) in data sets CAT1 and AM11, which are relatively benign environments, can partially be attributed to more discerning detection scores that incorporate both intensity and size of alarm highlight and shadow regions. To illustrate these insights more concretely, the alarms generated by the Mondrian and integral-image detectors on three markedly different MUSCLE images are shown in Figs. 5-7. 

---

<table>
<thead>
<tr>
<th>Data Set Code</th>
<th>Name of Sea Experiment</th>
<th>Survey Dates (months / year)</th>
<th>Survey Location</th>
<th>Number of Images</th>
<th>Dominant Seafloor Characteristic</th>
<th>Average Image Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAT1</td>
<td>Catharsis 1</td>
<td>3 / 2009</td>
<td>Palmaria, Italy</td>
<td>40</td>
<td>clay</td>
<td>0.105 ± 0.018</td>
</tr>
<tr>
<td>AMII</td>
<td>AMiCa</td>
<td>5-6 / 2010</td>
<td>Tellaro, Italy</td>
<td>404</td>
<td>flat sand</td>
<td>0.074 ± 0.021</td>
</tr>
<tr>
<td>ARI1</td>
<td>ARISE 1</td>
<td>5 / 2011</td>
<td>Bonassola, Italy</td>
<td>321</td>
<td>sand ripples</td>
<td>0.126 ± 0.083</td>
</tr>
<tr>
<td>ARI2</td>
<td>ARISE 2</td>
<td>10-11 / 2012</td>
<td>Elba, Italy</td>
<td>327</td>
<td>posidonia</td>
<td>0.142 ± 0.095</td>
</tr>
<tr>
<td>ONM1</td>
<td>ONMEX</td>
<td>9 / 2016</td>
<td>Hyères, France</td>
<td>94</td>
<td>shells</td>
<td>0.055 ± 0.008</td>
</tr>
<tr>
<td>GAM1</td>
<td>GAMEX</td>
<td>3-4 / 2017</td>
<td>Patras, Greece</td>
<td>139</td>
<td>mud</td>
<td>0.049 ± 0.008</td>
</tr>
</tbody>
</table>
Fig. 4. Detection performance of the proposed Mondrian detector and the integral-image detector from [23] on six data sets, each with different dominant seafloor characteristics. Also shown is the performance of the Mondrian detector when the bathymetric branch is deactivated (denoted “Mondrian (-BB)”).

(a) CAT1: seafloor of clay
(b) AMI1: seafloor of flat sand
(c) ARI1: seafloor with sand ripples
(d) ARI2: seafloor with posidonia
(e) ONM1: seafloor of shells
(f) GAM1: seafloor of mud
Fig. 5. Detections generated by the Mondrian detector (marked by squares) and by the integral-image detector (marked by diamonds) for a MUSCLE SAS image with sandy seafloor. There are two true targets, around 15 m along-track at ranges 80 m and 145 m, the latter of which is missed by the integral-image detector. (The image complexity value was 0.139.)

Fig. 6. Detections generated by the Mondrian detector (marked by squares) and by the integral-image detector (marked by diamonds) for a MUSCLE SAS image with posidonia-covered seafloor. Only the nearest-range alarm is a true target. The integral-image detector generates four additional false alarms compared to the Mondrian detector. (The image complexity value was 0.266.)

Fig. 7. Detections generated by the Mondrian detector (marked by squares and triangles) and by the integral-image detector (marked by diamonds) for a MUSCLE SAS image with shell-covered seafloor. All three alarms are true targets. The integral-image detector misses one of them. (The image complexity value was 0.073.)
C. Parameter Sensitivity

To assess the sensitivity of the Mondrian algorithm parameters that most affect detection capability, we determine the fraction of target opportunities (across all six data sets) that would pass the prescreener test $\Lambda_1$ or the detection tests $\{\Theta_1, \ldots, \Theta_9\}$ for various threshold parameter settings. Specifically, we consider the cases in which the relevant parameters are set to values $c \in \{0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75\}$ times the value actually used in the experiments. The parameter in question for test $\Lambda_1$ is $\alpha_1$, while for tests $\{\Theta_1, \ldots, \Theta_9\}$ they are, in order, $\{\tau_1, \tau_1, \tau_1, \tau_1, \tau_2, \tau_1, \tau_1, \tau_3\}$. The results of this study are shown in Fig. 8.

The variance on the prescreener test $\Lambda_1$ can be attributed to the fact that the sites have different seafloor statistics, for which the implied k-distribution model is satisfied to different degrees. For example, using a threshold of $1.75 \alpha_1$ or $\alpha_1 = 3.5$, assumes that the seafloors are well-modeled by a (quite heavy-tailed) k-distribution with shape parameter $\beta = 4/3$. The limited variation observed in tests $\{\Theta_1, \ldots, \Theta_5\}$, which involve highlights, indicate low sensitivity to the parameter $\tau_1$ (over the range of values considered). Instead, there is greater sensitivity to $\tau_1$ in tests $\{\Theta_7, \Theta_8\}$, which involve shadows, with this due to the fact that the shadow quality (i.e., purity) is not consistently strong across the data sets. The variation in test $\Theta_6$ (parameter $\tau_2$) effectively reveals the true target-to-background ratio of the targets in the data sets, while the variation in test $\Theta_9$ (parameter $\tau_3$) hints at the true purity of the shadows cast by the targets in the data sets.

D. Miscellany

To demonstrate the algorithm’s applicability to other side-looking sonars, a typical result showing the alarms generated by the Mondrian detector on an image collected by a REMUS AUV equipped with a Marine Sonic 900 kHz sidescan sonar is shown in Fig. 9. The same parameter settings used for the MUSCLE experiments were used for the REMUS image. Despite the lower resolution of this simple sidescan sonar (as opposed to SAS), and the drastically shorter range covered by the sonar swath, the detector still functions as desired and successfully detects the targets present.

One of the advantageous aspects of the integral-image detector was its speed, which enables (delayed) real-time detection in SAS imagery onboard AUVs with limited processing power. The speed of the Mondrian detector is slightly slower than that of the integral-image detector. On the same desktop computer with a 3-GHz Intel Core2 Quad CPU and 8 GB of RAM, the average computation time (mean $\pm$ standard deviation) to execute the Mondrian detector on a MUSCLE image was 46.05 s $\pm$ 8.71 s, while for the integral-image detector it was 26.01 s $\pm$ 11.04 s. Nevertheless, given that the Mondrian detection algorithm was implemented in high-level MATLAB and unoptimized, onboard processing should still be feasible.

IV. CONCLUSION

A new algorithm for detecting objects in HF SAS imagery has been developed. The method can also utilize LF-band imagery when it is available. Since the algorithm is, to our knowledge, the first with this flexible single-band and dual-band functionality, it represents our principal contribution and
fills an important capability gap. A few new basic, yet robust, features were also developed in the process. The value of the proposed algorithm was demonstrated on several data sets of real SAS imagery collected at sea in diverse environmental conditions. The results showed that – as with Mondrian’s art – simplicity can be powerful.

A concerted effort has been made to keep the approach as conceptually uncomplicated and general as possible in order to facilitate principled performance estimation in the future. For example, given basic models of target and background scattering, it may be possible to derive the probability of detection. Toward this end, future work will pursue establishing the relationship between detection performance and environmental (image) complexity more rigorously. Dual-band sonar data sets will also be sought so that the added benefit of the second band vis-à-vis detection can be assessed experimentally.
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APPENDIX

The metric used to quantify the image complexity was the mean of the spatial information [28] of the lacunarity [26] of the original sonar image, which we have found to correlate well with subjective human assessments of an image’s difficulty. It is computed as follows. Let \( H \) and \( V \) represent the result of filtering an image \( A \) with horizontal and vertical Sobel kernels, respectively. The spatial information at each pixel can then be obtained as \( S(A) = \sqrt{H^2 + V^2} \) [28], where the exponents are applied element-wise. But rather than using the original sonar image \( A \) as the input for calculating the spatial information, we instead use the lacunarity “map,” \( L(A) \), computed from image \( A \) over a predefined window whose size – 0.75 m × 0.75 m here – is related to the objects of interest. The mean of this particular spatial information quantity, averaged over all pixels, is then the metric of interest: \( \mu(S(L(A))) \). This composite function, which we refer to as the “muesli complexity,” much more accurately characterizes image complexity than either lacunarity alone, or spatial information alone.
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